Statistics for Everyone, Student Handout  

Statistics as a Tool in Scientific Research:  Comparing 2 Conditions With a T Test
A.  Terminology and Uses of the T Test

Independent variable (IV) (manipulated): Has different levels or conditions; e.g., Presence vs. absence (Drug, Placebo); Amount (5mg, 10 mg, 20 mg); Type (Drug A, Drug B, Drug C); 
Quasi-Independent variable (not experimentally controlled; e.g., Gender)

Dependent variable (DV) (measured variable): e.g., Number of white blood cells, temperature, heart rate

T Test is Used For:  Comparing average score in one condition to average score in another condition.  Underlying question to be answered:  Do changes in the levels/conditions of the IV cause changes in the DV?

T Test is Used When:  The IV is categorical (with 2 levels) and the DV is numerical (interval or ratio scale), e.g., weight as a function of gender, # of white blood cells as a function of organism, mpg as a function of foreign/domestic

B.  Types of T Tests

One Sample T: Use when you have one sample and you want to compare it to a known population
· Participants get Drug B; Clinical trials with Drug A have already shown how much it reduced pain. Does Drug B provide even better pain relief, on average? 

· Plants are exposed to 3 hrs artificial light; You already know how many blooms, on average, plants will make when they have no artificial light.  Does the artificial light cause more blooms on average than in the population at large? 

· Hybrid cars are driven on a test course to determine their mpg.  You already know the average mpg gas-powered cars get on this course.  Do the hybrids get better or worse mpg on average than the population at large? 

Independent Samples T: Use when you have a between-subjects design -- comparing if there is a difference between two separate (independent) groups

· Some people get the drug, and other people get the placebo. Which group on average has less pain?

· Some plants are exposed to 0 hrs of artificial light, and some are exposed to 3 hours. Which group has more blooms on average?

· Some cars are hybrid and some are gas-powered.  Which type of car gets better fuel mileage on average?

Paired Samples T: Use when you have a within-subjects design – each subject experiences all levels/conditions of the IV; observations are paired/dependent/matched
· Each person gets both the drug and the placebo at different times. Which relieves pain better on average?

· Each plant is exposed to 0 hrs of artificial light at one time and 3 hours at another time. Which exposure time causes more blooms on average?

· Cars are filled with Fuel A at one time and Fuel B at another time. Which fuel gets better mpg on average? 

C.  Hypothesis Testing Using T Tests

The t test allows a scientist to determine whether their research hypothesis was supported. Do the data/evidence support the research hypothesis or not?

Null hypothesis H0:  

· The IV does not influence the DV

· Any differences in average scores between the different conditions are probably just due to chance (measurement error, random sampling error) 

Research hypothesis HA:  

· The IV does influence the DV

· The differences in average scores between the different conditions are probably not due to chance but show a real effect of the IV on the DV 

Null hypothesis:  Average pain relief is the same whether people have Drug A or a placebo 

Research hypothesis: Drug A brings better pain relief on average than the placebo (Upper tail test)
Null hypothesis:  Plants exposed to 3 hours of artificial light have the same number of blooms on average as plants not exposed to artificial light 

Research hypothesis: Plants exposed to 3 hours of artificial light have a different number of blooms on average than plants not exposed to artificial light (Two tailed test)
Null hypothesis:  Cars filled with Fuel A get the same mpg as Fuel B on average  

Research hypothesis:  Cars filled with Fuel A get less mpg than Fuel B on average (Lower tail test)
D.  Understanding Probability: What Do We Mean by “Just Due to Chance”?

p value = probability of results being due to chance

When the p value is high (p > .05), the obtained difference is probably due to chance; .99  .75  .55  .25  .15  .10  .07

When the p value is low (p < .05), the obtained difference is probably NOT due to chance and more likely reflects a real influence of the IV on DV; .04  .03  .02  .01  .001

In science, a p value of .05 is a conventionally accepted cutoff point for saying when a result is more likely due to chance or more likely due to a real effect 

Not significant = the obtained difference is probably due to chance; the IV does not appear to have a real influence on the DV; p > .05

Statistically significant = the obtained difference is probably NOT due to chance and is likely due to a real influence of the IV on DV; p < .05

E.  The Essence of a T Test 

A t test in essence answers the question:  

· Do the data support the research hypothesis?

· In other words, did the IV really influence the DV, or are the obtained differences between conditions just due to chance?

It does this by calculating a t score, which basically examines how large the difference between the average score in each condition is, relative to how far spread out you would expect scores to be just based on chance (i.e., if and there really was no effect of the IV on the DV)

Each t test gives you a t score, which can be positive or negative; It’s the absolute value that matters

The bigger the |t| score, the less likely the difference between conditions is just due to chance
The bigger the |t| score, the more likely the difference between conditions is due to a real effect of the IV on the DV

So big values of |t| will be associated with small p values that indicate the differences are significant 

(p < .05)

Little values of |t| (i.e., close to 0) will be associated with larger p values that indicate the differences are not significant (p > .05)

Each t test will also have a particular value for degrees of freedom (df), which is based on the sample size (N). Excel will calculate the t score and df for you. The test statistic and df are both needed to calculate the p-value.

F.  What Software to Use to Analyze Your Data?

If you have raw data, you can use Excel or SPSS

If the data has already been summarized (e.g., you do not have the raw data but just have group means and SDs), you need to use Excel 

G.  Running the One-Sample T Test Using Excel
One Sample t Test: Use when you have one sample and you want to compare it to a known population 

Need:  Descriptive statistics: Sample M and SD; Known population mean to compare sample to  

To run:  Open Excel file “SFE Statistical Tests” and go to page called One-sample t test;  

Enter population mean ((), sample size (N), sample mean (M), and standard deviation (SD) 

Output: Computer calculates t value, df, and p value (read the p value off the line that says “two tailed” unless your instructor has discussed one-tailed tests with you)
H.  Running the Independent Samples T Test using Excel
Independent samples t Test: Use when you have a between-subjects design 

Need:  Descriptive statistics: M, SD, and N for each condition

To run:  Go to “File” and then “Options.”  Click “Add-Ins” and then click “Go” on the bottom next to ‘Manage Excel Add-Ins.”  From there, check “Analysis Tool Pack” and click “OK”;
Now click the “Data Analysis” button that has been added in the ‘Data’ menu.  You need to run something called a ‘F-Test’ to see what type of t-test to run.  So, select “F-Test…..”

· In Variable 1, input your first column of data.

· In Variable 2, input your second column on data

· Click “OK”

·  Make sure that Variance of Variable 1 is higher than Variable 2.  If not, go back to the variable input step and switch Variable 1 and 2.

· Check to see if the variances are equal or not

Based on the information from the ‘F-Test,’ click again on “Data Analysis”

Select either:
· t-test: 2 Sample Assuming Equal Variances:  The 2 populations have the same variance

· t-test: 2 Sample Assuming Unequal Variances: The 2 populations do not have the same variance
Enter the data set for each variable you wish to compare, making sure the variance of 1 is higher than 2.
Output: Computer calculates t value, df, and p value (read the p value off the line that says “two tailed” unless your instructor has discussed one-tailed tests with you)
I.  Running the Paired Samples T Test using Excel
Paired samples t Test: Use when you have a within-subjects design

Need:  Descriptive statistics: Difference scores for the paired data (X-Y); M and SD for the difference scores 

To run:  Run the Data Anaysis again, using the option “Paired for Means”
Output: Computer calculates t value, df, and p value (read the p value off the line that says “two tailed” unless your instructor has discussed one-tailed tests with you)
Obtaining the Difference Scores for the Paired Samples T Test

In order to perform the paired samples t test, you need to compute the difference for each pair of observations.  This can be easily done in Excel.  

For example, suppose that the paired data are in cells A2:A26 and cells B2:B26. To compute the first difference C2 = A2 – B2, click cursor in cell C2 and then type:  =A2 – B2 and then hit the Enter key.

To compute the differences for the remaining pairs of observations use Excel’s Autofill function. 

Click on cell C2 and notice that in the bottom right corner of cell C2 there is a dark square.  Move the cursor over the dark square in the lower right corner of your highlighted cells and click on the square and drag it to automatically fill in the remaining cells. This will fill in the rest of the cells of column C with the differences.  

Then the mean and standard deviation of the difference data, Column C in this example, can be computed using the descriptive statistics function (Tools/Data Analysis/Descriptive Statistics). These can be entered into the paired sample t-test in the SFEStatisticalTests.xls worksheet to determine if there is a difference in the means of the paired data.

J.  Interpreting T Tests

Cardinal rule: Scientists do not say “prove”! Conclusions are based on probability (likely due to chance, likely a real effect…).

Based on p value, determine whether you have evidence to conclude the difference was probably real or was probably due to chance: Is the research hypothesis supported?

p < .05: Significant

· Reject null hypothesis and support research hypothesis (the difference was probably real; the IV likely influences the DV)

p > .05: Not significant

· Retain null hypothesis and do not accept the research hypothesis (any difference was probably due to chance; the IV did not influence the DV)

Reporting T Tests Results

· State key findings in understandable sentences

· Use descriptive and inferential statistics to supplement verbal description by putting them in parentheses and at the end of the sentence
· Use a table and/or figure to illustrate findings

Step 1: Write a sentence that clearly indicates what statistical analysis you used
A [type of t test] t test was conducted to determine whether [name of DV] varied as a function of [name of IV or name of conditions]
A one-sample t test was conducted to determine whether the pollen count varied as a function of location (on campus or in the state of CT in general)

An independent samples t test was conducted to determine whether people’s pulse rates varied as a function of their weight (obese people or underweight). 

A paired samples t test was conducted to determine whether calories consumed by rats varied as a function of group size (rats tested alone, tested in groups).
Step 2: Write a sentence that clearly indicates what pattern you saw in your data analysis – Did the conditions differ, and if so, how (i.e., which condition scored higher or lower?)
Average [Name of DV] was significantly higher/lower for [name of Condition 1] than the average for [name of Condition 2] 
[Name of DV] was significantly higher/lower on average for [name of Condition 1] than for [name of Condition 2]
[Name of DV] did not significantly differ between [name of Condition 1] and [name of Condition 2] on average
The pollen count was significantly lower on average on college campuses than in the state of CT in general. (Lower tail test)
Pulse rates did not significantly differ on average whether people were obese or underweight.  (Two tailed test)
The number of calories on average consumed by rats was significantly higher when the rats ate alone than when they ate in groups.  (Upper tail test)
Step 3: Tack the descriptive and inferential statistics onto the sentence

· Put Ms and SDs in parentheses after the name of the condition (Possibly add Ns for two sample tests.)
· Put the t test results at the end of the sentence using this format: t(df) = x.xx, p = .xx


The pollen count was significantly lower on average on college campuses (M=8.35, SD=2.25) than in the state of CT 


in general ((=9.85), t(12)= -2.40, p = .02.
Pulse rates did not significantly differ on average whether people were obese (M=95 beats per minute, SD=21, 

N = 24) or underweight (M=91 beats per minute, SD=18, N = 23), t(45)=.70, p = .49.


The number of calories on average consumed by rats was significantly higher when the rats ate alone (M=100.34, 


SD = 12.64) than when they ate in groups (M=87.65, SD = 13.43), t(22) = 2.38, p = .01.
Other Things to Keep in Mind When Reporting T Test Results

·  Be sure that you note the unit of measure for the DV (miles per gallon, volts, seconds, #, %). Be very specific.
· If using a Table or Figure showing M & SDs or SEs, you do not necessarily have to include those descriptive statistics in your sentences.
· If you have more than 2 conditions, run t tests for each pair of conditions you want to compare (e.g., Cond. 1 vs. 2, Cond 1 vs. 3, Cond. 2 vs. 3). 

· You can only use the word “significant” only when you mean it (i.e., the probability the results are due to chance is less than 5%).
· Do not use the word “significant” with adjectives (i.e., it is a mistake to think one test can be “more significant” or “less significant” than another).  “Significant” is a cutoff that is either met or not met -- Just like you are either found guilty or not guilty, pregnant or not pregnant.  There are no gradients.  Lower p values = less likelihood the result is due to chance, not “more significant”.
· If the difference was not significant, do not write your sentences to imply that the difference was real. Not significant = no difference. One mean will no doubt be higher than the other, but if it’s not a significant difference, then the difference is probably not real, so do not interpret a direction (Saying “this is higher but no it’s really not” is silly)

Pulse rates did not significantly differ on average whether people were obese (M=95 beats per minute, SD=21, N = 24) or underweight (M=91 beats per minute, SD=18, N = 23), t(45)= 0.70, p = .49.

Counter to hypotheses, pulse rates were not significantly higher on average for people who were obese (M=95 beats per minute, SD=21, N = 24) than for people who were underweight (M=91 beats per minute, SD=18, N = 23), t(45)= 0.70, p = .49.

K.  Effect Size for T Test

When a result is found to be significant (p < .05), many researchers report the effect size as well

Effect size = How large the difference in scores was; How much did the IV influence the DV?
Significant = Was there a real difference or not?

Cohen’s d = mean difference/SD; Excel will calculate this for you

Step 4: Report the effect size if the t test was significant  *THIS STEP IS OPTIONAL*
After the t test results are reported, say whether it was a small, medium, or large effect size, and report Cohen’s d 


The pollen count was significantly lower on average on college campuses (M=8.35, SD=2.25) than in the state of CT 


in general ((=9.85), t(12)= -2.40 p = .02, and the effect size was medium, Cohen’s d = .67
Pulse rates did not significantly differ on average whether people were obese (M=95 beats per minute, SD=21, 

N = 24) or underweight (M=91 beats per minute, SD=18, N = 23), t(45)=.70, p = .49.  There is no need to report the effect size since the t test was not significant.

The number of calories on average consumed by rats was significantly higher when the rats ate alone (M=100.34, 


SD = 12.64) than when they ate in groups (M=87.65, SD = 13.43), t(22) = 2.38, p = .01, and the effect size 


was large, Cohen’s d = .97. 

L.  Check Assumptions for T Test

· Numerical scale (interval or ratio) for DV

· The distribution of scores in each sample is approximately symmetrical (normal) thus the mean is an appropriate measure of central tendency 

· If a distribution is somewhat skewed (not symmetric) it is still acceptable to run the test as long as the sample size is not too small (say, N > 30),
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